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Abstract: Distribution networks are becoming increasingly “smarter”, as well as more complex, with the 

addition of power electronic devices, ICT, smart meters, and more. As a result, advanced control strategies 

to manage such networks are becoming necessary. These strategies need to be thoroughly tested and 

validated, before they can be implemented in a real network. For this reason, a Smart Grid Control 

Algorithm (SGCA) testing chain is proposed, that aims to gradually test control algorithms, in all their 

development stages, using increasingly advanced laboratory setups. In addition, the interfacing options and 

challenges of each stage of the chain are highlighted. The proposed testing chain is substantiated in an 

optimal centralized Coordinated Voltage Control (CVC) algorithm and the final stage of the chain, namely 

the combination of Control and Power Hardware-in-the-Loop simulation, is presented in this paper. As a 

specific example, the management technique for a storage system is implemented as part of the CVC 

algorithm. The laboratory results demonstrate that the proposed setup, despite its high complexity, enables 

the algorithm to be effectively and realistically tested as part of the overall system. 

 

1. Introduction 

Distributed generation (DG), especially in the form of Renewable Energy Sources (RES), such as 

photovoltaic systems and small wind turbines, plays the key role in the transition of distribution networks 

from passive to active. An important issue that arises in distribution networks due to high DG penetration 

is voltage excursions, namely voltage drops or voltage rises. Voltage control methods are usually 

implemented as local solutions, using measurements obtained locally (e.g. power factor control or Q(V) 

droop control of inverters, voltage regulators, capacitor banks, etc.) [1], [2]. As distribution networks 

become more complex, more coordinated voltage control approaches are necessary [3]-[8] employing 

novel technologies, such as storage systems, information and communication technologies (ICT), 

advanced controllers, etc. In this way, distribution networks can be effectively monitored and controlled, 

allowing increased DG penetration. One approach to the distribution network management is the 

implementation of a Smart Grid Control Algorithm (SGCA), whose role is to monitor the network, make 

certain decisions and dispatch commands to various controllable devices in the network.  

Nevertheless, before such control algorithms can be implemented on actual distribution networks, 

they need to be thoroughly tested and validated in a laboratory setup. However, the high complexity of 
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active distribution networks makes the effective testing of a SGCA challenging, especially at the early 

stages of development. Commonly used purely software simulation approaches may not reproduce 

adequately the behaviour of the real system at all times, especially when complicated hardware, such as 

inverter based DG, is simulated [9].  As a result, the transition from a simple software simulation of a 

SGCA to an actual field implementation poses a significant level of uncertainty, as the results between 

simulation and field could differ significantly. 

Real-time Hardware-in-the-Loop (HIL) simulation is the state of the art technique for achieving 

highly realistic laboratory testing of both power (e.g. inverters, motors) and control equipment [10]. 

Digital real-time simulators (DRTS), simulate a network in real-time allowing connections to real 

equipment, named the hardware-under-test (HUT). The HUT is typically a power component (Power HIL 

- PHIL) or a controller (Control HIL - CHIL). A key element of HIL simulations is the interface among 

the various system components. The utilization of DRTS provides a wide range of real time interfacing 

possibilities, but at the same time, significant interfacing issues need to be addressed, such as time delays, 

noise, stability, accuracy and more. Several comprehensive CHIL [11]-[15] and PHIL [9],[16]-[21] 

applications have been reported in the literature, however a systematic step by step testing process of 

control algorithms has not been presented so far. This is addressed in this paper. 

The paper is structured as follows. Section 2 describes the proposed Smart Grid Control Algorithm 

testing chain and the interface characteristics of each stage. In Section 3, the proposed testing chain is 

applied on a Coordinated Voltage Control algorithm implemented on a three phase network, with focus on 

the combined CHIL and PHIL stage.  The test network, algorithm and laboratory setup are presented in 

this Section. Section 4 presents the laboratory results and software results and Section 5 concludes the 

paper. 

 

2. Advanced testing techniques for Smart Grid control algorithms 

 

2.1 Testing Chain of Smart Grid Control Algorithms 

The proposed testing chain is depicted in Fig. 1. At the first stage, a purely software simulation is 

performed for both the power network and the control algorithm.  The power system is simulated in steady 

state or transient conditions using commercial software, like  Matlab [22], Simulink [23], [24], etc., 

whereas the control algorithm is typically a script. Even though pure simulation can validate the 
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functionality of the algorithm in the given conditions, it does not represent adequately the interfacing 

between the power and control systems. 

One step ahead is the use of two separate and dedicated pieces of software for the power and control 

systems. This testing scheme, called Software in the Loop (SIL) [25], [26], can be considered as a co-

simulation technique, as the two interconnected systems exchange information in a closed loop 

configuration. More specifically, the software implementing the algorithm reads data from the power 

system’s software, performs certain actions, sends back its output and the power system model reacts 

accordingly. The two pieces of software can either be executed in the same or different computers, using a 

form of communication interface to exchange information. 

The next stage of the chain involves testing the control algorithm in a Control Hardware in the Loop 

(CHIL) setup [12], [13], [14]. This configuration requires two main components, a digital real-time 

simulator (DRTS) for the power system simulation and a hardware controller, which can be the controller 

of a power component (e.g. inverter controller, relay, etc.) or a centralized controller (e.g. distribution 

management system controller, microgrid controller). The advantages of CHIL testing, compared to pure 

simulation or SIL, are significant. DRTS are able to solve the power system’s mathematical equations in 

real-time (typical time-steps are ≤50μs), thus enabling the SGCA to be implemented on a physical 

hardware controller, interfaced with the DRTS in real time and tested under realistic conditions. In 

addition, CHIL simulations can reveal “hidden” weaknesses of the control algorithms, and study their 

performance under various realistic conditions, such as time delays, noise, etc. However, since all of the 

network components are simulated, CHIL testing fails to represent the interaction of the hardware 

controller with physical power devices. 

The final stage of the proposed control algorithm testing chain, before actual field implementation, is 

the combination of the CHIL technique and the Power HIL (PHIL) technique, which involves interfacing 

the DRTS with a number of power hardware components, such as inverters, motors, generators, etc. [9], 

[17], [18]. The combination of both CHIL and PHIL techniques in the same experiment, is the closest that 

a laboratory test can get to a full hardware application, since it involves real time interactions between 

hardware controllers and physical power components. This setup, despite its high complexity, combines 

the benefits of both CHIL and PHIL in a single simulation, which enables a SGCA to be tested, not as a 

single and separate entity, but as part of the whole system. In this way, its functionality, implementation 

on a real hardware controller, interaction with real power components, and its effectiveness on a simulated, 

yet realistic power system, can be all validated. 
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Fig. 1.  The proposed testing chain of Smart Grid control algorithms 

 

 

2.2 Interfacing possibilities and challenges 

Each stage of the proposed SGCA testing chain comes with its own interfacing characteristics. As a 

test setup approaches a real life implementation, more interfacing options become available, but at the 

same time, its complexity increases. As a result, significant interfacing challenges arise. 

The first stage of the chain, i.e. the simple software simulation of both power and control systems, 

does not present any interfacing issues, since all interactions among the various components are modelled 

within the single software.  

A Software in the Loop setup, offers a wide variety of interfacing options for the two pieces of 

software simulating the power and control systems, running on different platforms. Common 

communication protocols, such as TCP/IP, Modbus, CAN bus, etc., can be tested, in order to simulate 
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actual field communication more effectively. The obstacles that need to be overcome in such a setup is the 

software compatibility  with the aforementioned communication protocols, as well as synchronization and 

possible mismatch of the initial conditions between the two pieces of software [25], [26].  

Moving downwards the chain, CHIL simulation, using DRTS, is a major milestone [1], [12], [13], 

[14]. Since the simulations are executed in real-time, it is possible to easily interface other hardware 

devices within the same simulation, typically using analog and digital input/output signals. DRTS are 

commonly equipped with a number of analog and digital ports that can be read and written in real-time 

during the execution of the simulation. As a result, they can be interfaced with any device that uses analog 

and digital signals for data exchange. Possible mismatches in voltage operating limits of the A/D ports 

need to be taken into consideration, as well as noise and time delays that can be added to the transmitted 

signals by the input/output devices or measuring equipment. Finally, communication characteristics 

between the DRTS and the hardware control devices can be studied. By employing a communication 

emulator to interface the two components, issues such as time delay, bandwidth, packet loss, etc., can be 

considered [12]. 

Lastly, PHIL simulation setups pose significant interfacing challenges that need to be addressed [9], 

[19], [20], [21]. The first of these challenges is the mismatch between operating voltages. A DRTS can 

typically handle voltages up to ±10V at its analog and 5V at its digital ports. Therefore, the utilization of a 

power amplifier is required in order to interface the simulator with a power component. Different 

technologies of power amplifier are described in [20]. In all of them, the DRTS sends the voltage of the 

node that the power hardware is connected to, scaled to ±10V via one of its analog output ports, to the 

amplifier. This voltage is amplified at the appropriate level (e.g. 230V for a low voltage system) and is 

applied to the power component (e.g. inverter). The current produced by the operation of this component is 

measured, fed back to the DRTS through one of its analog input ports and is represented in simulation as a 

current source. The described configuration constitutes a closed-loop system, which means that stability 

and accuracy issues must be examined [9], [19]. It is important that stability is ensured, since it could lead 

to damage of the equipment. In many cases, accuracy needs to be compromised in order to achieve 

stability. Thorough fine-tuning should be performed so that the highest possible accuracy is achieved 

while maintaining stability. 

As expected, the combination of CHIL and PHIL simulation faces the interfacing challenges of both 

techniques, though it offers the widest range of interfacing possibilities among the various system 

components. 
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3. Case Study - Coordinated Voltage Control algorithm 

An optimal centralized Coordinated Voltage Control (CVC) algorithm was developed that operates 

as a distribution management system and will be used as a case study. The proposed testing chain has been 

applied fully on the CVC algorithm during the various stages of its development. In this work, only the 

final stage of the chain (combined CHIL and PHIL simulation) is presented and analysed, since it presents 

the highest complexity. 

 

3.1 Test Network 

The network for testing the CVC algorithm is a low voltage residential feeder, which is based on the 

modified benchmark low voltage microgrid, presented in Fig. 2 [27], [28]. The following assumptions 

were made: 

 On-Load Tap Changer (OLTC) in place of the Off-Load Tap Changer 

 Double length of all lines 

 Photovoltaics in place of all DER 

 Different nominal power for loads, PVs and storage 

 

3.2 Coordinated Voltage Control Algorithm 

The Coordinated Voltage Control (CVC) algorithm manages all the devices of the network that are 

capable of regulating the voltage either directly (OLTCs), or through the injection of active/reactive power, 

such as Battery Energy Storage Systems (BESS) and Photovoltaic (PV) inverters. Management is based on 

the solution of an optimization problem, which minimizes a predefined objective function, subject to linear 

and non-linear constraints.  
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Fig. 2.  Benchmark low voltage microgrid [27]  

 

 

Assuming that all the static data are known (lines, buses, transformers, operating limits of the 

inverters and OLTC, etc.), the following inputs are required: 

 Active and reactive power of loads 

 Active power of Photovoltaics 

 State of Charge (SoC) of BESS 
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 Tap position of the OLTC 

By solving the optimization problem the following outputs are obtained:  

 Active and reactive power of the BESS 

 Reactive power of the PV Inverters 

 Tap position of the OLTC 

Since the algorithm is designed to run in real time using on-line measurements, and not as day-ahead 

scheduling based on forecasts, the State of Charge (SoC) of the BESS has to be properly monitored and 

managed for two reasons: 

1. The BESS might not have the required SoC to provide voltage support during peak and 

valley generation or demand periods. 

2. At the start of the day, the initial SoC might be too high or too low, which might restrict its 

availability during critical periods. 

In order to take into account these conditions, the algorithm includes two SoC management 

techniques. The first one involves the solution of a simple power-flow problem, based on the on-line 

measurements, in order to estimate the maximum and minimum estimated bus voltages in a scenario 

without voltage control. This information enables the algorithm to adjust the BESS’ active power 

constraints based on the proposed power-voltage curves shown in Fig. 3. In this way, the BESS is only 

allowed to be charged (discharged) when the maximum estimated voltage is higher than 1.05 p.u. 

(minimum voltage lower than 0.95 p.u.). The rate of the adjustable active power constraints is increased 

linearly with the estimated voltage beyond this point and reaches its peak (BESS nominal apparent power) 

at 1.1 p.u. (0.9 p.u.). This mechanism prevents the BESS from fully charging or discharging early during 

the day, since its maximum active power exchange is constrained during non-critical periods. 

If the lower (40%) or upper (100%) SoC limits are reached at any point, the algorithm sets the lower 

or upper active power constraint to zero, thus stopping further discharging or charging of the BESS, 

respectively. 
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a                                                                                        b 

Fig. 3.  Adjustment of the BESS active power optimization constraints based on the maximum and minimum estimated 

voltage of a scenario without voltage control 

(a) Upper BESS active power constraint (charge) 

(b) Lower BESS active power constraint (discharge) 

 

 

The second technique aims to restore the SoC to a predefined level during the night [29]. 

Specifically, between 12 a.m. and 9 a.m., when the load demand is low and PV generation zero, the 

algorithm adjusts the BESS’ active power in order to restore the SoC to the reference level. The 

amount of active power that will be used depends on the deviation of the current SoC from the 

reference level, as described by:  

                               
          

       
                                                           

 

The objective function of the optimization algorithm aims to minimize: 

1. Active power losses on the distribution lines and transformer 

2. Voltage deviation at consumers and battery buses from the nominal value (1 p.u.) 

(buses 7 to 12) 

3. Number of OLTC operations 

The optimization problem is formulated as: 
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The weights of the objective function were arbitrarily selected as: 20% for the power losses (w1), 40% 

for the voltage deviations (w2) and 40% for the number of tap change operations of the OLTC (w3). 

The CVC algorithm is implemented in Matlab, running on a computer that acts as the control 

hardware under test for the CHIL part of the simulation. The aforementioned optimization problem falls 

into the category of Mixed Integer Non-Linear Programming (MINLP), as it includes both real and integer 

variables, and nonlinear constraints. MATLAB’s Optimization Toolbox offers a variety of optimization 

solver functions, but none for solving MINLP problems. This problem was solved following the method 

proposed in [5], as described below. 

Function “fmincon” of the Optimization Toolbox is selected as the optimization solver. The 

algorithm used was the active-set algorithm. The algorithm is terminated if any of the following conditions 

is met: change of cost function less or equal 10
-12

, change in the variables x less or equal 10
-18

 and 

constraint violation less than 10
-10

. The maximum number of iterations is set to 1000 and the limit of 
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maximum cost function evaluations limit to 2000. In this way, it is ensured that the optimization algorithm 

provides setpoints before the next time step. 

Since this function handles nonlinear constraints, but is not able to deal with integer variables, the 

optimization problem is solved considering the number of tap changes as a real variable. Next, the 

problem is solved again thrice, with an added equality constraint each time. The equality constraint 

expresses the tap changer variable, as it has been calculated by the first execution of fmincon, rounded to 

the closest integer for the second execution, the closest integer plus one for the third, and the closest 

integer minus one for the fourth. Subsequently, the algorithm selects among the three integer solutions of 

the optimization problem, the one that minimizes the objective function. If any of the fmincon executions 

fails to converge or to satisfy its constraints, it is automatically excluded from the final selection.  

The algorithm needs approximately 60 iterations in order to achieve a solution for one point in time. 

The whole algorithm needs 2 to 3 seconds after the measurement acquisition to provide setpoints. The 

whole process, from transferring the load active and reactive power, SOC and Tap measurements to the 

controller to the provision of the active and reactive power setpoints and the new tap position calculated by 

the controller to the DRTS, requires about one minute.  

 

3.3 Laboratory Setup 

The CVC algorithm was tested in pure simulation, SIL, CHIL and finally combined CHIL and PHIL 

following the testing chain of Fig. 1. In the combined Control and Power HIL simulation one of the PV 

inverters is used as the HUT of the PHIL test and the central controller performing the CVC algorithm is 

the controller under test of the CHIL test. 

The simulated network of Fig. 2 is simulated in the RTDS
®
. The BESS usually consists of the 

battery bank, a DC/DC converter and a DC/AC inverter. The DC/AC inverter regulates the DC BUS 

voltage in the output of the DC/DC converter, as well as the reactive power that is absorbed/generated to 

the grid. The DC/DC converter is current controlled in order to regulate the discharge/charge current and 

power to the batteries. However, the batteries and the PV inverters were modeled inside the DRTS as P,Q 

controllable sources, due to physical limitations. The SOC of the battery was calculated with the 

Coulomb-counting method. 

The physical PV Inverter is connected on its DC side to a PV Simulator, in order to allow fully 

controllable and customizable characteristics for the PV, such as MPP power, irradiance, temperature, etc. 

In addition, the inverter is connected with a dedicated communication and control interfacing device, 

which enables the transmission of set-points from the controller to the inverter. 
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In order to connect the PV inverter (power component) with the real-time simulated network, a 

linear 4-quadrant power amplifier was used for their interface.  

The communication of the DRTS with the central controller was implemented with a communication 

interface, which consists of analog and digital input/output modules and a real-time target (RTT) computer. 

The I/O modules communicate via EtherCat protocol with the RTT, which in turn interfaces these signals 

directly with the MATLAB Workspace [30]. The complete laboratory setup is depicted in Fig. 4. The 

single phase battery inverter rating is 5kVA and the PV inverter single phase ratings are 30, 20, 4 and 20 

kVA placed at PV #1, #2, #3 and #4 accordingly. 

 

 

Fig. 4. Laboratory implementation of the combined CHIL and PHIL test 

 

 

4. Laboratory and software results 

4.1. Laboratory results  

In this Section, the results of the final stage of the testing chain (combined CHIL and PHIL) are 

provided.  

The algorithm was tested using daily profiles of the load demand and irradiance. The irradiance of 

the physical PV inverter, was adjusted during the experiment using the PV simulator (programmable DC 

source), whereas the simulated PVs and loads obtained their respective curve values from MATLAB. The 
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PV simulator was synchronized with MATLAB, so that all PV inverters (the hardware and the 3 simulated) 

follow the same irradiance profile. 

The network was considered symmetric and the obtained results are presented in the following 

figures. With reference to Fig. 4 that depicts the single line diagram of test network, Fig. 5 depicts the 

voltages of the five load buses, Fig.6 the tap position of the OLTC, Fig. 7a the active and reactive power 

exchange, Fig. 7b the SoC of the BESS, and Fig. 8 the reactive power exchange of the four PV inverters 

(#1, #2 and #4 are the simulated inverters, #3 is the physical inverter).   

In order to compare the laboratory results with a baseline scenario, the test network was simulated in 

the DRTS, using the same load demand and irradiance profiles, but without any form of voltage control 

(OLTC, BESS, reactive power from PV inverters). The results of this scenario are presented in Fig. 5a. 

The results of the Control and Power HIL simulation of the CVC algorithm are shown in Fig. 5b. It can be 

seen in Fig. 5a and 5b that the CVC algorithm effectively reduces the voltage rise and voltage drops, while 

maintaining all consumer bus voltages close to the nominal value throughout the day. It is worth 

mentioning that consumers #2 to #5 where PVs are installed, experience high voltage rises during the 

midday hours, while the voltage at consumer #1, without a PV, is close to the nominal. The algorithm 

succeeds in mitigating the voltage rise effects of consumers #2-#5 without causing significant voltage drop 

on consumer #1. A similar observation can be made during early night hours, when the load demand 

reaches its peak. Consumer #1, being the closest to the transformer, experiences the lowest voltage drop, 

whereas the other four consumers experience higher drops. Again, the algorithm manages to mitigate the 

voltage drop problems of consumers #2-#5 without increasing excessively the voltage of consumer #1.  

Effective voltage control was achieved by utilizing the OLTC, the active and reactive power of the 

BESS and the reactive power of the PV inverters, as seen in Fig. 6, Fig. 7 and Fig. 8, respectively. Fig. 6 

shows that 12 tap changer operations were performed throughout the day, all of which during high 

irradiance or load peaks, as expected.  
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a 

 

 

b 

 

Fig. 5. Daily consumer voltage profiles 

(a) Consumer voltages in a scenario with no voltage control 

(b) Consumer voltages with the operation of the Coordinated Voltage Control algorithm
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Fig. 6. Tap change operations of the OLTC 

 

 

The SoC management techniques described in Section 3.2, have also achieved their goals, as shown 

in Fig. 7. The BESS' SoC is restored to the reference level of 40% during the night until early morning 

hours (12 a.m. to 9 a.m.), while the active power exchange of the BESS is restricted within the periods of 

high irradiance (charge) or high load demand (discharge), where the voltage rise/drop problems are more 

severe. The combined operation of the two techniques enabled the BESS to be available for charging 

during the whole period of high irradiance, where its SoC has increased from 40% (the reference level for 

the second mechanism) up to approximately 95%. 

Finally, as seen in Fig. 8, the PV inverters contributed to voltage control by either absorbing (during 

hours of high irradiance to reduce the voltages) or generating (to boost voltage) reactive power. However, 

the reactive power of PV inverters can only be utilized, while they produce active power, so as not to 

violate their minimum power factor limit (0.8 leading or lagging). 

As can be concluded from the above results, the last and most complex stage of the proposed SGCA 

testing chain was successfully applied on the developed CVC algorithm. All interfaces between the 

various components (power amplifier, communications etc.) operated as expected throughout the whole 

duration of the experiment without any sign of failure.  
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a 

 

 

b 

Fig. 7.  Daily BESS operation curves 

(a) BESS active and reactive power exchange 

(b) State of Charge of the BESS 
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Fig. 8. PV reactive power exchange

 

4.2. Simulation Results of CVC algorithm for three phase unbalanced network 

LV networks are typically unbalanced. In order to apply the CVC algorithm to unbalanced 

three phase networks, the optimization problem was formulated, as shown in the Appendix. Results 

from the application of the modified CVC algorithm for three phase unbalanced network were only 

possible in software due to the DRTS hardware limitations.  The results for the voltage with and 

without the CVC algorithm for representative voltages at consumers are presented in Fig, 9a and 9b.  
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b 

Fig. 9.  Daily Consumer phase voltages profiles 

(a) Consumer phase voltages in a scenario with no voltage control  

(b) Consumer phase voltages in a scenario with the operation of Coordinated Voltage Control algorithm 

 

5. Conclusion 

Distribution networks are transformed to active networks by adopting modern technologies, 

such as storage systems, power electronics, ICT, controllers, etc. The need to properly monitor and 

control such complex systems has led to the development of advanced network management and 

control methods.  These methods need to be effectively tested and validated before they are 

implemented in real life applications. In this paper, a comprehensive testing chain for Smart Grid 

Control Algorithms (SGCA) is proposed, which involves gradually testing the algorithms during 

their development period, using increasingly more advanced and complex laboratory configurations. 

The testing chain’s stages are pure software simulation of power and control systems, Software-in-

the-Loop (SIL) simulation, Control Hardware-in-the-Loop (CHIL) and finally combined Power and 

Control Hardware-in-the-Loop (PHIL+CHIL). Each of these stages offers a number of interfacing 

options between the various system components, but also presents increasingly more complex 

interfacing challenges. As an example, an optimal centralized Coordinated Voltage Control (CVC) 

algorithm is tested and validated and results from the combination of Power and Control Hardware-

in-the-Loop simulation are presented. The results showed the effectiveness of the CVC algorithm 

and highlighted the advantages of the combined PHIL and CHIL simulation, since the algorithm 

was tested as part of a whole and realistic system, rather than a single, separate entity. This allows 
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the final implementation of the algorithm from laboratory to the actual field to be made with higher 

certainty. 
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Appendix 1. Coordinated Voltage Control in Three Phase Unbalanced Network 

Applications of three phase power flow [31] and three phase optimal power flow [32] for 

microgrids have been reported in literature. In [31] Carson’s equations of a three phase grounded 

four wire system were used which allow the computation of conductor self-impedance and mutual 

impedance between the phases and the ground. Therefore, for every line a 4x4 matrix is derived 

which includes the self and mutual impedances.  

By applying Kron’s reduction [33] a 3x3 matrix is obtained that includes the effects of the 

neutral or ground wire. 

    
      

   
       

       
    

   
       

       
    

   
       

       
    

                                                                  

Using the relation between node voltages and branch currents as described in [31] the 

following equations for active and reactive power can be deduced. These equations describe the 

active and reactive power in phase a of bus i, but similar equations can be extracted also for phase b 

and c. 

  
    

    
      

           
    

        
     

   
    

   
   

     
      

       
    

    
        

     
   

    
   

           

   

   
   

                             

  
    

    
      

       
    

    
        

     
   

    
   

   

     
      

       
    

    
        

     
   

    
   

           

   

   
   

                             

In equations (4) and (5),    
    is the admittance matrix and     is the bus admittance angle for 

branch ij respectively.    is the voltage angle at bus i. The admittance matrix is calculated as: 
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The active power flowing on the line (ij) from bus i to bus j is calculated for phase a, as:  

   
   

    
      

           
    

        
     

   
    

   
   

     
      

       
    

    
        

     
   

    
   

           

                               

 

Based on the above equations, the CVC optimization algorithm is modified as: 

   
 

                    
    

        

 

   

 

   

        
       

        

 
  

   

                            

 

     
     

   
      

                                          

        

 

          
    

    
    

    
    

 

 

            
Voltage Constraints 

  
        

  
    

  
        

  
       

 

 

Power Flow Constraints 

      
            

       
  

 

      
            

       
  

 

        

Similar constraints for BESS, PV inverters, OLTC, bus voltages and line currents with the single 

phase formulation of the CVC optimization are applied. 
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